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Abstract 
 

The current surge in AI innovations is gaining increased momentum and attention from both 

enthusiastic early adopters and concerned stakeholders. The European Commission aims to lead 

in this rapidly evolving field by implementing legal constraints to prevent potential negative 

consequences while also helping European AI innovators compete globally. To balance strict 

legislation with the encouragement of innovation, four sector-specific Testing-and-

Experimentation Facilities (TEFs) were launched in 2023. These TEFs serve as specialized, large-

scale sites where technology providers across Europe can test and experiment with advanced AI 

solutions in real-world environments. In the literature, these new innovation facilities are linked 

to three established concepts: regulatory sandboxes, Living Labs, and testbeds.  

 

This paper focuses on CitCom.ai, one of the four operational TEFs, which aims to bridge the gap 

between AI innovators and the development of smart, sustainable cities and communities. 

Through a three-part triangulation study, we explore the connection between TEFs and other 

innovation concepts, the alignment between AI innovators' needs and the TEF service offerings, 

and the actual usage of these services in running or planned experiments at various TEF sites.  

 

Our findings reveal that TEFs incorporate elements of regulatory sandboxes, Living Labs, and 

testbeds. Currently, services related to testbeds are the most frequently utilized in experiments. 

However, AI innovators have expressed the greatest need for regulatory sandbox services, 
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indicating a mismatch between what is offered and what is needed. This suggests that initiatives 

are required to address this imbalance, particularly in the provision of AI regulatory sandbox 

services, to ensure TEFs fulfil their intended roles and meet their initial promises. 
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1. Introduction 
 

The European Union has been leading the way towards regulating the current wave of Artificial 

Intelligence (AI) research and development (Truby et al., 2022). The rationale behind these 

initiatives is to provide AI innovators with clear instructions and requirements on the usage, 

implementation, and deployment of AI applications. As an outcome, a minimal degree of 

trustworthiness and transparency is desired, as well as mitigating the risks of undesirable 

outcomes from these AI applications. Concurrently, the EU aims to minimize administrative and 

financial barriers for AI innovators, particularly small and medium-sized enterprises (SMEs), 

recognizing that AI innovation in Europe is predominantly driven by these SMEs.  

As these are two seemingly opposite goals, the EU also decided to establish several concurrent 

actions and initiatives to achieve both. One of the most prominent instruments are the so-called 

Testing and Experimentation Facilities (TEFs). These TEFs are defined as specialized large-scale 

reference sites open to all technology providers across Europe to test and experiment at scale 

state-of-the art AI solutions, including both soft- and hardware products and services, e.g. robots, 

in real-world environments.  

In this paper, we focus on CitCom.ai, one of four TEFs in operation, that aims to bridge the gap 

between smart, sustainable cities, and communities on one hand and the AI innovators on the 

other. The goal of CitCom.ai is to create TEF sites that run commercial AI experimentation, 

testing and validation across different locations in Europe. These sites can take the shape of a 

private company, a public entity, or a mix of both. The main goal is validation in real conditions 

of novel, next-generation, AI-powered robotics and AI-based automation, decision-support, and 

decision-making tools. This is done by offering services to AI innovators that provide solutions 

for (smart) cities and their communities. 

 

To position the role of these TEFs, three innovation concepts have been mentioned in the 

literature to fill this gap: AI regulatory sandboxes, Living Labs, and AI testbeds (Buocz et al., 

2023). However, as these TEFs are still very much in a start-up phase looking for their own 

positioning, service offering and target customer definition, research is needed to assess whether 

these TEFs are able to help realizing the EU’s double goal: increasing the trustworthiness, 



 

 
        

transparency and security of AI solutions, and lowering the legal and administrative barriers for 

AI innovators in general and SMEs in particular. 

Therefore, in this paper we want to explore the relation between TEFs and the three linked 

innovation concepts: AI regulatory sandboxes, Living Labs, and AI testbeds.  

In order to investigate the potential role and positioning of TEFs in the European AI landscape, 

we adopted a qualitative triangulation design consisting of three data collection methods: an 

interview study among AI innovators, an analysis of the current service catalogue in the light of 

the three innovation concepts, and an analysis of the current usage of these services in planned 

or executing experiments. This design allows us to converge towards an initial understanding of 

TEFs by combining data from multiple methods and data sources. 

 

2. TEFs in the context of the AI act & AI innovation 
 

The EU wants to be a frontrunner in terms of the innovative development and application of 

Artificial Intelligence. To achieve this, the European Commission (2024) launched its AI strategy. 

This strategy consisted of a package, launched in April 2021, which included communication on 

fostering a European approach to AI, a review of the Coordinated Plan on Artificial Intelligence 

(with EU Member States), and a regulatory framework proposal on artificial intelligence and 

relevant impact assessment. 

This strategy has four main goals: 

- enabling the development and uptake of AI in the EU; 

- becoming the place where AI thrives from the lab to the market; 

- ensuring that AI works for people and is a force for good in society; 

- building strategic leadership in high-impact sectors. 

 

A main instrument, which is mentioned before as part of the regulatory framework proposal, is 

the so-called AI Act. This is the first-ever legal framework on AI, which addresses the risks of AI 

and positions Europe to play a leading role globally. The AI Act aims to provide AI developers 

and deployers with clear requirements and obligations regarding specific uses of AI. At the same 

time, the regulation seeks to reduce administrative and financial burdens for business, in 

particular for small and medium-sized enterprises (SMEs). 

 

The AI Act is part of a wider package of policy measures to support the development of 

trustworthy AI, which also includes the AI Innovation Package and the Coordinated Plan on AI. 

Together, these measures will guarantee the safety and fundamental rights of people and 

businesses when it comes to AI. This is intended to strengthen uptake, investment, and 

innovation in AI across the EU. 

 

The AI Act ensures that Europeans can trust what AI has to offer. While most AI systems pose 

limited to no risk and can contribute to solving many societal challenges, certain AI systems 



 

 
        

create risks that we must address to avoid undesirable outcomes. Examples of such outcomes 

range from a chatbot from an airline company causing damage due to lies, the overflow of AI-

generated information causing disinformation, an LLM hallucinating court cases, or the 

misappropriation of personalities’ image and voice for commercial use. This European approach 

responds to the current state of AI regulation, which has mostly been managed on an ad hoc basis 

through individual member state laws and resolutions from various European Parliament 

committees (Truby et al., 2022). These actions are deemed necessary as there is more and more 

debate regarding AI and potential high-risk activities because of its nature. Currently, the 

discussion is mostly dealing with types of liability to be imposed under different conditions and 

circumstances. 

The European Commission Proposal includes a risk-based approach to AI to determine how AI 

should be regulated in different cases. The proposal is for four categories of risk (Truby et al., 

2022): 

(1) Unacceptable risk, which is banned in the EU. 

(2) High risk, which means that human health and safety or fundamental rights are 

endangered – mandatory requirements will be imposed on these types of AI, and they will 

be assessed to make sure that they comply. 

(3) Limited risk, which imposes requirements for transparency in certain 

circumstances so users know they are interacting with a machine.  

(4) Minimal risk, which allows other types of applications to be legally developed. 

 

To make these large and complex ambitions a reality, the EC, together with the Member States, 

is co-funding TEFs to support AI developers in bringing trustworthy AI to the market more 

efficiently and facilitate its uptake in Europe. This is done via the Digital Europe Programme 

2023-2024 via a Coordination and Support action (CSA) with the application of a cross-sector 

perspective to all existing sectorial Testing and Experimentation Facilities (TEFs). The selected 

TEFs started on January 1st, 2023, and focus on the following high-impact sectors: 

- Agri-Food: “agrifoodTEF” 

- Healthcare: “TEF-Health” 

- Manufacturing: “AI-MATTERS” 

- Smart Cities & Communities: “Citcom.AI” 

 

Co-funding between the European Commission (through the Digital Europe Programme) and the 

Member States will support the TEFs for five years with budgets between EUR 40-60 million per 

project. TEFs are specialized large-scale reference sites open to all technology providers across 

Europe to test and experiment at scale state-of-the art AI solutions, including both soft-and 

hardware products and services, e.g. robots, in real-world environments. These large-scale 

reference testing and experimentation facilities will offer a combination of physical and virtual 

facilities in which technology providers can get support to test their latest AI-based soft- and 

hardware technologies in real-world environments. This will include support for full integration, 



 

 
        

testing and experimentation of latest AI-based technologies to solve issues/improve solutions in 

a given application sector, including validation and demonstration. TEFs can also support market 

surveillance authorities and national competent authorities for both controlled testing of AI 

solutions, as well as direct collaboration with AI regulatory sandboxes. TEFs will be an important 

part of building the AI ecosystem of excellence and trust to support Europe’s strategic leadership 

in AI. Limited literature is available to describe the nature and outlook of these TEFs, but they 

are stated to share common ground with concepts such as Living Labs, testbeds, and AI 

Regulatory Sandboxes (Buocz et al., 2023). 

 

3. Regulatory sandboxes, Testbeds & Living Labs 
 

AI Regulatory sandboxes 

A regulatory sandbox is a tool allowing businesses to explore and experiment with new and 

innovative products, services, or business models under a regulator's supervision, providing 

innovators with incentives to test their innovations in a controlled environment. This in turn 

allows regulators to better understand the technology and fosters consumer choice in the long 

run. Establishing AI regulatory sandboxes on the EU member state level is an explicit part of the 

AI Act with as objective to reach a balance between innovation and regulation (Yordanova, 2019; 

Truby et al., 2022; Buocz et al., 2023). An AI regulatory sandbox creates an environment in which 

AI solutions can be tested and evaluated in order to increase reliability, trust, and acceptable risk 

assessment, which is facilitated by two main elements: specific procedures, involving support 

from experts and relevant authorities, and two-way communication between the AI innovators 

and the legal authority in order to reduce the burden on innovation while imposing relevant legal 

constraints to improve the adequacy and minimize the potential risks of AI innovation 

(Yordanova, 2019).  

However, according to Buocz et al. (2023), to date only limited guidelines are available on how 

to implement, operate, or even describe the procedures of these AI regulatory sandboxes, while 

there remain several legal issues that are unresolved.  

One of the main issues is that the current text blurs jurisdictional boundaries between the EU 

and member states which in turn raises concerns of legality and equal treatment for AI innovators 

and creates liability risks. 

Moreover, in the current proposal the AI regulatory sandboxes are not necessarily uniform among 

the member states which creates confusion and uncertainty in the market, which is the opposite 

of the intention (Truby et al., 2022). Yordanova & Bertels (2024) add that the current guidelines 

explicitly emphasize the possibility of multi-jurisdictional regulatory sandboxes. The fact that the 

service lacks the standardization associated with regulation makes regulatory sandbox activities 

unfit for cross-border provision of services (Truby et al., 2022). Therefore, as a conclusion there 

are currently more questions than answers on how to regulate AI, and AI regulatory sandboxes 

could be a cornerstone to build uniform regulation, but in the current guidelines this is not the 

case yet (Yordanova & Bertels, 2024). Summarizing, multiple questions remain unanswered 



 

 
        

(Truby et al., 2022): How to deal with testing of AI innovations in multiple member states? How 

to transfer the lessons learned from one national testing site to another national testing site? How 

to easily replicate tests and experiments in different European countries?  

 

Living Labs & AI 
Living Labs, recognized by the European Network of Living Labs (ENoLL) as ‘Open Innovation 

Ecosystems’ have emerged as dynamic innovation intermediaries. Based on iterative feedback 

processes, Living Labs aim at creating sustainable impact and provide real-life environments for 

testing and co-creating innovations (Leminen, Westerlund, and Nyström, 2012). To this end, they 

orchestrate stakeholder networks across the Quadruple Helix, involving government, research 

institutes, companies, and citizens. This orchestration occurs at multiple levels, with a specific 

focus on the organizational level, where they manage, monitor, and coordinate different LL 

projects (Schuurman, 2015). In their early days, LLs were mostly linked to ICT innovation, with 

a heavy emphasis on the European context of these evolutions (Eriksson, Niitamo, and Kulkki, 

2005).  

In the light of these evolutions, the current Testing & Experimentation Facilities share a lot of 

common ground with these early Living Labs, where ‘ICT innovation’ can be replaced by  

‘AI innovation.’ As AI is a hot topic in innovation research, policy making and beyond, it is maybe 

surprising that in the context of Living Labs, not a lot of research attention has been dedicated to 

the combination of both. In the literature, we find examples of AI among healthy ageing Living 

Labs (Rauschenberg et al., 2021) and AI applications in Urban Living Labs (see e.g. Nguyen et al., 

2022 and Frey et al., 2022). 

The closest account of the role of Living Labs for AI innovation can be found in the work of 

Vilarino (2022), but this is mostly an exploration and plea for the pivotal role Living Labs should 

play in the context of Digital Transformation and AI innovation, focusing on the social and 

societal impact of AI, rather than a study that analyses the actual impact of Living Labs on AI. 

When we look into practical examples where AI and Living Labs are combined, we find a 

majority of AI applications in the context of university research groups that want to combine and 

extend their technological capabilities in a more societal context (e.g. the AI Living Lab at the 

Brunel University London) or AI as enabler in specific domains, without Living Labs having a 

specific focus on AI itself (see www.openlivinglabs.eu). 

However, all these research and practitioner examples deal with Living Labs linked to a single 

location or organization. This differs quite significantly with the concept of TEFs where the 

facility consists of multiple TEF sites spread across Europe with different service offerings and 

even different legal entities. In this regard, there are a few studies that explored the multifaceted 

roles of LLs within innovation ecosystems or networks. For instance, Gamidullaeva (2018) 

envisions LLs as crucial innovation intermediaries, fostering extensive networks and ensuring 

continuous integration. They adopt a critical role in coordinating innovation activities among 

multiple actors at the systemic level, eliminating barriers, and harmonizing the efforts of 

ecosystem participation. Within TEFs, this ecosystem should be regarded as the whole of Europe.  



 

 
        

 

Testbeds & AI 
A testbed is a platform for conducting rigorous, transparent, and replicable testing of scientific 

theories, computing tools, and new technologies. The term is used across many disciplines to 

describe experimental research and new product development platforms and environments. A 

typical testbed could include software, hardware, and networking components. In the context of 

AI, there is a long tradition of setting-up and using testbeds. For example, a report from 1995 

describes the development and demonstration of the Advanced Artificial Intelligence 

Technology Testbed (AAITT), a structured development paradigm and associated toolkit 

supporting the design, analysis, integration, evaluation, and execution of large-scale, complex, 

distributed systems, composed of knowledge-based and conventional components, in the context 

of various United States Air Force domains. In this report, a testbed is defined as a facility that 

provides tools for experimenting with software system configurations in order to optimize 

performance and solutions (Zapriala et al., 1995). There is an abundance of studies describing 

testbed settings that make use of AI, for example in the context of 5G and 6G connectivity (e.g. 

Nahum et al., 2020 & Wang et al., 2023). There are fewer studies that report on testbeds for AI 

innovation in the context of cities. One example is a study by Meta et al. (2021) where the camp 

Nou stadium in Barcelona is used as a testbed for an Urban Digital Twin by using AI methods and 

techniques. However, the study mainly described the set-up and ambitions of this setting without 

a lot of data on outcomes or learnings yet. 

 

4. Method 
 

To investigate the potential role and positioning of TEFs in the European AI landscape, linked to 

the three discussed innovation concepts, we adopted a qualitative triangulation design. We chose 

the CitCom.ai TEF on smart cities and communities as case study and used three data collection 

methods: an expert interview study, an analysis of the current service catalogue in the light of 

regulatory sandboxes, Living Labs and testbeds, and an analysis of the current usage of these 

services in planned or executing experiments. This design allows to converge towards an initial 

understanding of TEFs in general and the CitCom.ai TEF in particular by combining data from 

multiple methods and data sources (Flick, 2004). 

For the expert interview study, we selected 14 representatives from relevant organizations. Both 

the public and private sector were targeted, as both sectors can participate in the TEF as 

customers, adopters, users, researchers, etc. Once a participant agreed to be interviewed, they 

were requested to sign an informed consent form that provided further details on the data 

anonymized data processing. Table 1 gives an overview of the participants. The goal of the 

interviews was twofold: 

 



 

 
        

- Get a good understanding of the hurdles AI innovators experience to reach 

commercialization by focusing on their needs and challenges for AI deployment in the smart city 

context.  

- Discover, define, and validate predefined assumptions on the optimal set of services that 

should be offered through the TEF to tackle the above needs and challenges. 

 

 
Table 1 Participants in the interviews and their main activities  

 



 

 
        

A comprehensive topic guide was developed to ensure uniformity in the interviews while 

providing enough flexibility for detailed discussions. The approach of semi-structured interviews 

by use of a topic guide is supported by literature (Bernard, 2006). The topic guide is added as 

addendum to this paper. 

The responses from the interviews were transcribed, coded, and categorized to identify distinct 

statements, themes, and keywords. Subsequently, the frequency of these statements was 

calculated by counting their occurrences. This frequency serves as an indicator of the level of 

attention given to specific topics, practices, or challenges. This method of coding and counting is 

commonly employed as a systematic technique in qualitative research (Elliott, 2018).  

 

As a second method, we analysed the current service catalogue of CitCom.ai and linked them to 

the characteristics of the three discussed innovation concepts: regulatory sandboxes, Living Labs, 

and testbeds. We did this by comparing the elements mentioned on the CitCom.ai website where 

the service catalogue is presented to the characteristics that were discussed in our literature 

review. This deductive approach allowed us to link the seven service categories to the three 

innovation concepts. 

 

Finally, we also collected data from all 16 CitCom.ai TEF sites on the experiments they were 

planning or executing. This was collected via a template that questioned the usage of (technical) 

infrastructure, the (planned) service(s) to be delivered to the customer, the type of customer, the 

TRL-level of the AI solution, the stakeholders involved, etc. The content of the template was 

discussed and iterated during three workshops that took place in the context of the project 

together with all site owners and other stakeholders involved in the CitCom.ai project. 

Unclarities were discussed and resolved, and feedback was considered to clarify the different 

elements from the template. 

These templates will be used during the entire duration of the project and will be updated when 

the status of the experiment changes. For this analysis, we have used the data collected from the 

26 first experiment templates. For this study, we counted the different services that were 

mentioned in the experiment templates and looked at the popularity of the seven service 

categories. Coupled to the previous exercise, this enabled us to identify the popularity of the 

service categories linked to the three innovation concepts. 

 

5. Results 
 

Interview study 
The expert interview study, that was carried out with the participants having no prior knowledge 

of the CitCom.ai TEF, revealed the following barriers and enablers, ranked first, second, and 

third: 

 

 



 

 
        

1. Barrier: Innovation aversion 

Cities and communities often lack expertise in data, technology, and AI, leading to a slow and 

unclear decision-making process for adopting innovations. 

Enabler: Innovation support 

Cities and communities would benefit from enhanced support in innovation, which would 

improve their risk mitigation and reduce their ‘fear of innovation.’ 

 

2. Barrier: Data silos  

Today, data is often scattered, unstructured, and fragmented across silos, which restricts the 

potential for innovation. 

Enabler: Common data(sharing) standardizations and frameworks 

Common standards and frameworks would enhance data interoperability and maturity, which 

are crucial for advancing AI innovation. 

 

3. Barrier: Complex regulations 

A lot of stakeholders struggle to understand, comply, and keep up with regulations, such as GDPR 

(General Data Protection Regulation), the data act, the AI act, etc.  

Enabler: Regulatory support 

AI innovators require assistance to navigate through national and EU legislation, particularly as 

new directives have emerged in response to advancements in AI technology. 

 

Based on the feedback of the interviewees, the following initial CitCom.ai services were ranked, 

with the most desired service category ranked first: 

 

1. Guidance to understand EU legal framework 

2. Providing a regulatory sandbox 

3. Access to real-life TEF data 

4. Algorithm training using real life TEF data 

5. Algorithm validation in a real environment 

6. Data requirements mapping 

 

The ‘data hunting for required data sets' service was not ranked as this was not desired by the 

participants. Additionally, they mentioned three more services that were missing from the initial 

predefined set of services: 

- Matchmaking process between AI innovators, cities, and communities 

- Community building to foster data sharing and trust 

- Improving   data and algorithm maturity, quality, and interoperability 

Moreover, the participants also proposed as a condition to use TEF services that the datasets on 

offer are integrated, maintained and monitored. 

 



 

 
        

Service category segmentation 
Based on the interview study and on input from the operators of the 16 TEF sites, a new service 

catalogue was created. These 16 TEF sites are spread across Europe (Denmark, Finland, Sweden, 

Belgium, the Netherlands, Luxembourg, France, Spain, Italy, and Poland) and have a different 

focus, set-up, and characteristics. The differences between the TEF sites are intended to increase 

the possibilities for real-life validation and maximize the value proposition which in return will 

increase customer satisfaction for the CitCom.ai TEF overall. Some of the TEF sites promote 

themselves as active Living Labs (e.g. DOLL - the Danish Living Lab for smart and sustainable 

urban innovation) and already deliver services, whereas others are research institutes or RTO’s, 

of which some also already offer services, and finally there are organizations linked to a 

municipality, which mostly do not offer paying services themselves. Multiple organizations can 

offer services on a TEF site. However, a service provider is not necessarily a TEF site. A TEF site 

consists of at least one testing zone, being a physical location where experiments take place or 

that is studied or affected by the experiment, usually located in a city, with experiments taking 

place, affecting, or studying the real environment. For more low-level TRL experiments, this 

testing zone can be a more lab-like environment (e.g. the dynamic vision lab of DTI, Denmark) 

or in specifically constructed testbeds that are closed for the general public (e.g. the autonomous 

vehicle test track at UTAC, France). Usually, there will be specific datasets available linked to the 

testing zone. A TEF site is usually linked to and situated in a city or municipality. The local 

ecosystem of a TEF site includes all the actors and their interactions linked to the specific topic 

or focus of that site. At least one of these actors owns datasets that can be used in experiments. 

Depending on the type of site, the TEF site can offer different services based on the AI Innovators’ 

needs. Some of the TEF sites support the AI Innovators going from TRL 6-7, whereas others offer 

services that are more fitting from TRL level 7-8 or even TRL 8-9. Officially, TEFs are established 

to offer services only from TRL level 6 or higher (European Commission, 2023).  

 

The inputs of the interview study were used to categorize the long list of services that were 

proposed by the TEF sites. Based on a deductive segmentation exercise, the following seven 

service categories have been proposed to reflect the capabilities and service offering of the 16 TEF 

sites:  

 

 

 
Table 2 TEF service categories – see also www.citcom.ai 



 

 
        

 
 

When we look back at the three innovation concepts, the first three service categories can be 

linked to the AI testbed. Within an AI testbed, the focus is put on rigorous, transparent, and 

replicable testing of new technology with a typical testbed consisting of software, hardware, and 

networking components. This clearly applies to services related to physical facilities such as 

sensors, city infrastructure, etc. The same goes for services related to virtual facilities such as 

High-Performance Computers, local Digital Twins... Thirdly, algorithm creation and validation 

is a service category that can also be associated with testbeds as the emphasis is on quality 

assessment, performance metrics... etc. 

The fourth service category, compliance & ethics assistance, is clearly in line with the AI 

regulatory sandbox concept. This service category is all about (legal) compliance, risk assessment 

and codes of conduct for ethical AI that complies with the EU regulation. However, in the 



 

 
        

literature review we already found out that the current legislation is not ready yet for effective 

implementation all over Europe and that some critical barriers still exist. 

The remaining three service categories clearly go beyond a purely technical testing of the 

feasibility of the AI innovation or the compliance with regulatory requirements. Impact 

assessment looks at the actual impact of the innovation for stakeholders, whereas ecosystem 

engagement-services are intended to involve these stakeholders in the innovation process, be it 

in earlier stages to discover opportunities or in later stages to assess market potential. Finally, 

opportunity assessment and scoping refer to co-creating new AI innovations, possible after 

ecosystem engagement, and scoping the actual experiment that will run in the TEF. As already 

appears from the terminology, these final three categories link strongly to Living Labs with their 

emphasis on active stakeholder engagement and co-creation with the intention to create AI 

innovation that is desirable with a viable business case. 

 

As a final step, we used the coded services from the experiment templates filled out by the TEF 

site owners. Based on the first 26 experiments that were logged in the respective templates we 

get a first impression on the nature and outlook of these experiments, and of the popularity of the 

service categories and the link with the concepts related to TEFs.  

In the 26 first logged experiments, we already discover some interesting tendencies. First, in terms 

of TRL of the tested solution, we label the majority (N=15) as ‘experiment’ (TRL 5-6). The 

category ‘test’ (TRL 6-7) is mentioned 4 times and the category ‘validation’ (TRL 7-9) 7 times. 

This is an indication that the current TEF cases are still situated mostly in the experimental TRL-

levels that are facilitated by TEFs. In terms of the main ‘customer’ of the experiments, half 

mentions SME’s (N=13), followed by public sector (N=6), academia (N=5) and large enterprises 

(N=2). This is already in line with the assumed target group of the TEFs, which are mostly aimed 

at SMEs. However, other customer groups also seem to have potential.  

In total, 53 services are listed within these 26 experiments, which makes a mean of just over 2 

services per experiment. Eight experiments only list one service, and two experiments contain 6 

services. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 
        

Table 3 Number of services per service category 

 

Link to concept Service category Number of times mentioned 

 

TESTBED 

SERVICES 

1A. VIRTUAL FACILITY 

SERVICES  

17 

1B. ALGORITHM CREATION 

& VALIDATION 

10 

1C. PHYSICAL FACILITY 

SERVICES 

8 

 

LIVING LAB 

SERVICES 

2A. OPPORTUNITY 

ASSESSMENT & SCOPING 

6 

2B. ECOSYSTEM 

ENGAGEMENT 

5 

2C. IMPACT ASSESSMENT 5 

REG SB 

SERVICES 

3A. COMPLIANCE & 

ETHICS ASSISTANCE 

2 

 

 

In terms of frequency, ‘VIRTUAL FACILITY SERVICES’ is clearly the most offered service with 

17 experiments. ‘ALGORITHM CREATION & VALIDATION’ and ‘PHYSICAL FACILITY 

SERVICES’ are the second and third most offered service categories, with respectively 10 and 8 

experiments. As we discussed in the previous paragraphs, these three service categories are in line 

with the AI testbed concept, and in the context of what the TEFs want to achieve, they seem a 

core offering towards AI innovators. Based on these numbers, there is demand as well as an 

offering for these service categories.  

The next three service categories have very similar numbers: OPPORTUNITY ASSESSMENT & 

SCOPING (6), ECOSYSTEM ENGAGEMENT (5) and IMPACT ASSESSMENT (5). Again, this is 

perfectly in line with the innovation concept which they are all three linked to: Living Labs. 

These three service categories can be regarded as an attempt to link AI solutions with actual needs 

and (wicked) problems of cities and communities, and assessing whether they actually deliver, 

whereas the first three service categories could be linked mainly to the technical feasibility of the 

AI solution and apply more to the AI innovator only.  

The final service category, ‘COMPLIANCE & ETHICS ASSISTANCE,’ has the lowest number of 

occurrences with only two experiments. This category is clearly linked to the final concept: AI 

regulatory sandboxes. In a way, it does not come as a surprise that this category is the least 

developed right now as the different member states are still in the process of setting-up regulatory 

sandboxes. The AI act specific regulation passed only recently. This will prompt many AI 

providers to seek assistance in understanding and applying this regulation. In the future we 

foresee that these types of services, and specifically the ‘regulatory learning’ (Gonzalez Torres & 

Sawhney, 2023), will become a very important part of the value proposition of the TEFs, 

especially as our expert interview study revealed that this type of services was one of the most 

mentioned and needed. 



 

 
        

 

6. Conclusion 
 

Within our research, we discovered that three more established innovation concepts can be 

linked to the newly established TEFs: regulatory sandboxes, Living Labs, and testbeds. Based on 

the actual service offering in the 16 different TEF sites of CitCom.ai and on the current popularity 

of these service categories in the first 26 defined experiments, the TEF is mainly operating as a 

testbed with ‘technical’ services making up the majority of the current experiments in preparation 

or executing mode. However, the results of the expert interviews clearly indicated the need for 

‘regulatory’ services, which stresses the potential role of TEFs for regulatory support and 

sandboxes, although these services are almost absent in the current experiments. 

Additionally, the results showed that several services were missing from the predefined set: 

community building and matchmaking, which should tackle the ‘innovation aversion’ barrier; 

and improving maturity, quality, and interoperability, which should tackle the ‘data silos’ barrier.  

Finally, we observe a clear need for any potential combination of the available services in the 

TEFs, showing the added value of grouping those services into a modular single point of access.  

Therefore, our research demonstrates that TEFs can play a vital role for AI innovators as trusted 

intermediaries and innovation incubators, but that getting the regulatory aspects clear and 

implemented in their service offering is crucial. This also positions TEFs in a driving seat for the 

definition and implementation of the AI regulatory sandboxes. The fact that different sites in 

different member states work together and in sync in these TEFs holds a lot of potential to 

overcome some of the current hurdles within the AI act surrounding the establishment of these 

regulatory sandboxes. However, the fact that these sandboxes are not yet in place also puts a large 

risk on the potential success and scaling of the current TEF service offering. Without these 

sandboxes, international scaling and cross-border experiments are a lot harder to accomplish, so 

we suggest dedicating time and resources to figure out the establishment and service offering of 

the AI regulatory sandboxes via the 16 TEF sites in their respective countries. However, we 

believe that the upcoming Coordination Support Action on Regulatory Sandboxes (see European 

Commission, 2024b), as well as other similar initiatives within the TEF’s and interested working 

groups, will allow interesting approaches and development on AI regulatory sandboxes novel 

implementations and operationalization.  

Future research should look on the evolution of this TEF but should also consider the 

establishment and evolution of the other sectorial TEFs. More input is needed regarding market 

needs, the success of the different service categories and the legal implementations of AI 

regulatory sandboxes. We believe that more of this kind of research, which is very closely 

following the current European developments and evolutions, is needed to increase the chances 

of a successful implementation and operation of TEFs in the European AI ecosystem. 
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Addendum – topic guide 

 

The interview was organized into four sections, each progressively introducing the concept of 

TEFs:  

1. Introduction 

First, a short introduction of the interviewers and the CitCom.ai project was given, detailing the 

research objectives and the reasons for seeking the interviewee's input. The goal was to get a 

better understanding of the interviewee's expertise and their position within their organization. 

2. Barriers and enablers 

To get insight in the current practices and challenges, the following questions were asked:  

a. What are your current practices to train, test & validate your AI solutions? 

b. What are the main challenges today in the mobility industry from your point of view? 

c. What role do you see AI play in resolving these issues? 

Next, the interviewers inquired about which services should be implemented in the CitCom.ai 

TEF to address the previously mentioned needs, ensuring the questions were posed without 

interviewer suggestions to minimize bias. 

3. Innovation confrontation 

In this section the concept of TEFs, and the scope of the CitCom.ai TEF specifically, was 

introduced. The interviewer explained the role of the TEF as an orchestrator that fosters 

collaboration between AI innovators and cities by offering services. The following characteristics 

of the CitCom.ai TEF were highlighted: 

a. A one-stop-shop for companies to improve their processes, products or services using 

digital technologies. 

b. A facilitator for the validation of novel AI-driven services in real-life environments before 

their further massive deployment 

c. Expertise centre for the design and the implementation of AI testing methodologies in 

real-world environments 



 

 
        

Here again, the interviewees were asked to reflect on the solutions to their challenges, but this 

time focusing on the following predefined TEF services: 

a. Providing a regulatory sandbox 

b. Guidance to understand EU legal framework 

c. Data hunting for required data sets 

d. Access to real life TEF data   

e. Data requirements mapping 

f. Algorithm training using real life TEF data 

g. Algorithm validation in a real environment 

4. Wrap up and conclusions 

The interview was concluded with an opportunity for the interviewees to offer additional insights 

or takeaways that were not yet discussed. 


